A novel concept of application of Artificial Neural Networks (ANN) for generating the optimum switching functions for the voltage and harmonic control of DC-to-AC bridge inverters is presented. In many research, the neural network is trained off line using the desired switching angles given by the classic harmonic elimination strategy to any value of the modulation index. This limits the utilisability and the precision in other modulation index values. In order to avoid this problem, a new training algorithm is developed without using the desired switching angles but it uses the desired solution of the elimination harmonic equation, i.e. first harmonics are equal to zero. Theoretical analysis of the proposed solving algorithm with neural networks is provided, and simulation results are given to show the high performance and technical advantages of the developed modulator.
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1. INTRODUCTION

In recent years, switch-mode DC-to-AC power inverters are used in AC motor drive and uninterruptible AC power supplies (UPS) etc [1-3]. In most cases, low distortion sinusoidal output voltage waveforms are required with controllable magnitude and frequency. Moreover, the power semiconductor switching speed has improved dramatically. Modern ultra-fast insulated gate bipolar transistors (IGBTs) demand switching frequency as high as 5 kHz. The DSP-based PWM algorithm practically fails on this region where ANN-based PWM can possibly take over [3]. Note that ANN has inherent learning capability that can give improved precision by interpolation unlike the standard look-up table method and Space Vector Modulation. The application of ANN is recently growing in power electronics and drives area. A feed forward ANN basically implements nonlinear input-output mapping. The computational delay of this mapping becomes negligible if parallel architecture of the network is implemented by an Application-Specific Integrated Circuit (ASIC) chip. The optimal switching pattern Pulse Width modulation (PWM) strategies constitute
the best choice for high power, three-phase, voltage-controlled inverters and for fixed frequency, fixed-voltage UPS systems. For any chosen objective function, the optimal switching pattern depends on the desired modulation index. In the existing practice, the switching patterns are precomputed for all the required values of this index, and stored in look-up tables of a microprocessor-based modulator [4]. This requires a large memory and computation of the switching angles in real time is, as yet, impossible. To overcome this problem, attempts were made to use approximate formulas, at the expense of reduced quality of the inverter voltage [5-7].

Recently, alternate methods of implementing these switching patterns have been developed. Without using a real time solution of nonlinear harmonic elimination equation, an ANN is trained off-line to output the switching angles for wanted output voltage [8-12]. The most disadvantage of this application is the use in training stage the desired switching angles given by the solving of the harmonic elimination equation by the classical method, i.e., the Newton Raphson method. This algorithm requires starting values for the angles and does not always converge to the required solution. To give a solution to this problem, powers electronics researches always study many novel control techniques to reduce harmonics in such waveforms. For instance, the transforming of the transcendental nonlinear equation into polynomial equations [7], produces a simple algebraic equation to define the harmonic-elimination switching angles [6] and by using piecewise constant orthogonal functions [16].

In this paper, a new training algorithm is developed without using the pre-computed switching angles. But, we use the application of the output of the ANN in the nonlinear elimination harmonic equation. The desired output of this equation is known (the first equation equal the modulation index and the lasts equal to zero to eliminate this harmonics). The complete set of solutions to the non linear equations is found using the back propagation of the errors between the desired harmonic elimination and the non linear equation systems using the switching angle given by the ANN. Illustrative examples are given to demonstrate the feasibility of the proposed method.

2. HARMONICS IN ELECTRICAL SYSTEMS

One of the biggest problems in power quality aspects is the harmonic contents in the electrical system. Generally, harmonics may be divided into two types: 1) voltage harmonics, and 2) current harmonics. Current harmonic are usually generated by harmonics contained in voltage supply and depends on the type of the load such as resistive load, capacitive load, and inductive load. Both harmonics can be generated by either the source or the load side. Harmonics generated by load are caused by nonlinear operation of device, including power
converters, arc-furnaces, gas discharge lighting devices, etc. Load harmonics can cause the overheating of the magnetic cores of transformer and motors. On the other hand, source harmonics are mainly generated by power supply with non-sinusoidal voltage and/or non-sinusoidal current waveforms. Voltage and current source harmonics imply power losses, Electro-Magnetic Interference (EMI) and pulsating torque in AC motor drives [13-15]. Any periodic waveform can be shown to be the superposition of a fundamental and a set of harmonic components. By applying Fourier transformation, these components can be extracted. The frequency of each harmonic component is a multiple of its fundamental [4]. There are several methods to indicate the quantity of harmonics contents. The most widely used measure is the total harmonics distortion (THD), which is defined in terms of the magnitudes of the harmonics, \( H_n \) at pulsation \( n\omega \), where \( \omega \) is the pulsation of the fundamental component whose magnitude is \( H_1 \) and \( n \) is an integer [7][16]. The THD is mathematically given by

\[
THD = \sqrt{\sum_{n=2}^{\infty} \frac{H_n^2}{H_1}}
\]

Fig. 1: Single phase three-level inverter structure.

3. SELECTIVE HARMONIC ELIMINATION (SHE) STRATEGY

Various objective functions can be used in the optimal control of an inverter. For the described study, the classic harmonic elimination strategy was selected. It consists in determining \( s \) optimal switching angles. The primary angles are limited to the first quarter cycle of the inverter output line voltage (phase \( a \)) Fig.1. Switching angles in the remaining three quarters are referred to as secondary angles. The full-cycle switching pattern must have the half-wave and quarter-wave symmetry in order to eliminate even harmonics. Hence, the secondary angles are linearly dependent on their primary counterparts Fig. 2. The resultant optimal switching pattern yields a fundamental voltage
corresponds to a given value of the modulation index, whereas $(s - 1)$ low-order, odd, and triple harmonics are absent in the output voltage [8][11-12].

\[
V(\omega \cdot t) = \frac{4V_{dc}}{\pi} \sin(\omega t) \times \sum_{n=1,3,5,\ldots}^{\infty} \frac{1}{n} \sum_{i=1}^{s} (-1)^{i+1} \cos(n\theta_i)
\]

Fig. 2: Output Voltage Waveform of a three-level inverter angle SHE-PWM.

Note that, each of the waveforms have a Fourier series expansion of the form [8]

\[
V(\omega t) = \frac{4V_{dc}}{\pi} \sin(n\omega t) \times \sum_{i=1}^{s} (-1)^{i+1} \cos(n\theta_i)
\]

Where $0 \leq \theta_1 \leq \theta_2 \leq \ldots \leq \theta_s \leq \pi/2$, the Fourier series is summed over only the odd harmonics.

Again, the aim here is to use these switching schemes to achieve the fundamental voltage. And to eliminate the fifth, seventh and 11th harmonics, etc, for those values of the modulation index $m \left( m = H_1/(4v_{dc}/\pi) \right)$.

The harmonic elimination technique is very suitable for inverters control. By employing this technique, the low THD output waveform without any filter circuit is possible. Switching devices, in addition, turn on and off only one time per cycle. Fig. 2 shows a general quarter symmetric inverter waveform.

The expression of the amplitude of the fundamental and all harmonics content are given as:

\[
H_n(\theta) = \begin{cases} 
\frac{4v_{dc}}{n\pi} h_n & \text{for odd } n \\
0 & \text{for even } n 
\end{cases}
\text{ with } h_n = \sum_{i=1}^{s} (-1)^{i+1} \cos(n\theta_i)
\]

where:

$v_{dc}$ is the DC voltage supply, $s$ is the number of switching angles and $\theta_i$ is the optimized harmonic switching angles.
In the three-phase inverter, the aim is to use this switching scheme to achieve the fundamental voltage and eliminate the fifth, seventh and 11th harmonics, etc ($n = 1, 5, 7, 11, 13, 17, 19, \cdots$). For those values of the modulation index $m$, the switching angles $\theta_1, \theta_2, \cdots, \theta_s$ are chosen to satisfy

$$
\begin{align*}
  h_1 &= \cos(\theta_1) - \cos(\theta_2) + \cdots + (-1)^{s+1} \cos(\theta_s) = m \\
  h_2 &= \cos(5\theta_1) - \cos(5\theta_2) + \cdots + (-1)^{s+1} \cos(5\theta_s) = 0 \\
  \vdots \\
  h_n &= \cos(n\theta_1) - \cos(n\theta_s) + \cdots + (-1)^{s+1} \cos(n\theta_s) = 0
\end{align*}
$$

These equations are nonlinear, contain trigonometric terms and are transcendental in nature. Consequently, multiple solutions are possible. A Newton Raphson method has to be first applied to obtain a linearized set of equations [8]. The solution of these equations is achieved by means of the Gauss-Jordan iterative method. In order to obtain convergence with this method, the starting values of switching angles should be close to the exact solution. A great deal of effort has been spent in this technique. However after a great computational time and efforts, no optimal solution is usually reached and convergence problems are highly arising especially when the number of equations is increased [4][16].

The application of the ANN to obtain the switching angles can be introduced to overcome the aforementioned difficulties.

4. ARTIFICIAL NEURAL NETWORKS

A typical multilayer ANN is shown in Fig. 3. It consists of one input layer, a middle layer and an output layer, where each layer has a specific function. The input accepts an input data and distributes it to all neurons in the middle layer. The input layer is usually passive and does not alter the input data. The neurons in the middle layer act as feature detectors. They encode in their weights a representation of the features present in the input patterns. The output layer accepts a stimulus pattern from the middle layer and passes a result to a transfer function block which usually applies a nonlinear function and constructs the output response pattern of the network. The number of hidden layers and the number of neurons in each hidden layer depend on the network design consideration and there is no general rule for an optimum number of hidden layers or nodes [17-18]. The ANN to be used for the generation of the optimal switching angles has a single input neuron fed by the modulation index, one hidden layer and $s$ outputs where each output represents a switching angle [8][10-11].
Fig 3: A typical multilayer ANN.

The model of an artificial neuron can be represented by the op-amp summer-like configuration shown in Fig. 4. It can be described by the following equation:

\[ y = \sigma(w_0 + \sum_{i=1}^{k} w_i x_i) \]  

(5)

where,

- \( y \): the output of the neuron,
- \( x_i \): the \( i^{th} \) input to the neuron,
- \( w_i \): the \( i^{th} \) connection weight,
- \( w_0 \): the bias weight,
- \( \sigma(\cdot) \): the transfer function of the neuron,
- \( k \): the number of connections with the neurons in the preceding layer.

Fig. 4: Structure of a single neuron.
The input signals $x_1, x_2, \ldots, x_k$ are normally continuous variables. Each of the input signals flows through a gain or weight. The weights can be positive or negative corresponding to acceleration or inhibition of the flow of signals. The summing node accumulates all the input weighted signals and then passes to the output through the transfer function which is usually nonlinear, such as sigmoid, inverse-tan, hyperbolic or Gaussian type. The sigmoid transfer function used in output layer has the form given by:

$$\sigma_1(x) = \frac{1}{1 + e^{-\alpha x}}$$  \hspace{1cm} (6)

Where $\alpha$ is the coefficient or gain which adjusts the slope of the function that change between the two asymptotic values (0 and +1). The sigmoid function is nonlinear, monotonic, and differentiable and has the largest incremental gain at zero signals.

In the hidden layer, the Gaussian transfer function has been used

$$\sigma_2(x, w) = e^{-\left(\frac{x-w}{\sigma_v}\right)^2}$$  \hspace{1cm} (7)

5. DIRECT SUPERVISED TRAINING OF ANN FOR SHE

Back Propagation training Algorithm (BPA) is most commonly used in feed forward ANNs. When a set of input values are presented to the ANN, step by step calculations are made in the forward direction to drive the output pattern. A cost functional given by the squared difference between the net output and the desired net output for the set of input patterns is generated and this is minimized by gradient descent method altering the weights one at a time starting from the output layer [10-12][18] (Fig.5).

Fig. 5 Direct Supervised Training of ANN for SHE.
In this section, an ANN with a single input neuron fed by the modulation index, \( l \) hidden neurons and \( s \) outputs each representing a switching angle are used. The network was training using the Back Propagation Algorithm (BPA). The training data extracted from the optimal switching angles, designated by \( \theta_1 \) to \( \theta_s \) as functions of the modulation index \( m \). This set of angles is required to eliminate the 5\(^{th} \), 7\(^{th} \) and 11\(^{th} \) harmonics, etc, given by equation (4).

The outputs of the ANN shown in Fig. 6 are given by

\[
\theta_i = \sigma_1 \left( \sum_{j=1}^{l} v_{ij} \sigma_2 \left( m, w_j \right) \right), \quad i = 1, \ldots, s
\]  

(8)

The BPA is given by:

**Step 1:** Define the nodes \( W \) of the Gaussian functions. Random initialization of the weights \( V \).

**Step 2:** present at the input of the network a value of the modulation index \( m \),

**Step 3:** calculate the output of the neurons of the hidden layer and the output layer;

- **Hidden layer:** \( \sigma_2 \left( m, W \right) \) with \( W = [w_1 \ w_2 \ \cdots \ w_l]^T \), \( l \): number of the neurons in the hidden layer.

- **Output layer:** \( \theta = \sigma_1 \left( V \cdot \sigma_2 \left( m, W \right) \right) \), with \( \text{size}(V) = (s, l) \).

**Step 4:** Normalize the outputs of the neuron network between 0 and \( \pi / 2 \), one should multiply the output vector by \( \pi / 2 \), i.e. \( \theta_{\text{nor}} = \theta \times \pi / 2 \).
Step 5: Compute total error $E = \theta_d - \theta_{nor}$, and $E^2 = (\theta_d - \theta_{nor})^T (\theta_d - \theta_{nor})$. 

$\theta_d$ is given by the Newton Raphson Algorithm.

Step 6: Back propagate this error on the network using gradient descent algorithm

\[
V_{new}^{new} = V_{old}^{old} - \eta_v \frac{1}{2} \frac{\partial E^2}{\partial V} 
\]

\[
V_{new}^{new} = V_{old}^{old} + \eta_v \frac{\partial \theta}{\partial V} 
\]

Step 7: Adapt the weights recursively by

\[
V_{i,j}^{new} = V_{i,j}^{old} + \eta_v \cdot \delta_i^j \cdot \sigma_2 (m, W_j),
\]

with

\[
\delta_i^j = E(i) \sigma_1 \left( \sum_{k=1}^{l} V_{i,k} \cdot \sigma_2 (m, W_k) \right), \text{ and } \left\{ \begin{array}{l} i = 1, \ldots, s \\ j = 1, \ldots, l \end{array} \right. 
\]

Step 8: Repeat steps 3 to 7 until obtaining the desired precision.

6. INDIRECT SUPERVISED TRAINING OF ANN FOR SHE

In this case, the neural network is trained to generate the switching angles in a way to eliminate the first harmonics without the knowledge of the desired switching angles given by the Newton Raphson method. The problem which arises in this indirect learning paradigm is that the desired outputs of the ANN, i.e. optimal angles, are unknown. However, the application of the desired outputs on the nonlinear equation system (equation (4)) is known, i.e., to place the first harmonics at zero by approximating the output voltage by the fundamental one.

To avoid this problem, we will insert in series with the ANN the equivalent nonlinear system equations (equation (4)). Therefore, instead of the minimization of the error between the switching angles given by the ANN and the wished switching angles often unknown, we will minimize the error at the output of the nonlinear system equation of the harmonics to be eliminated.

Fig. 7 shows the diagram of the indirect training strategy of artificial neuron networks used for harmonics elimination. When the desired precision is obtained the output of the ANN is used to generate the control sequence of the inverter.
The ANN is trained by the back-propagation algorithm of the error between the desired solutions of the nonlinear system equations to eliminate the first harmonics and the output of this equation using the switching angle given by the ANN.

The training algorithm (BPA) is summarized as follow:

**Step 1**: Define the nodes \( W \) of the Gaussian functions. Random initialization of the weights \( V \).

**Step 2**: present at the input of a network the value of the modulation index \( m \),

**Step 3**: calculate the output of the neurons of the hidden layer and the output layer;

- Hidden layer: \( \sigma_2(m,W) \) with \( W = [w_1, w_2, \ldots, w_l]^T \), \( l \) : number of the neurons in the hidden layer.

- Output layer: \( \theta = \sigma_1(V \cdot \sigma_2(m,W)) \), with \( \text{size}(V) = (s,l) \).

**Step 4**: Standardize the outputs of the network of neuron between 0 and \( \pi/2 \), one multiplies the output vector by \( \pi/2 \), i.e., \( \theta_{\text{nor}} = \theta \times \pi/2 \).

**Step 5**: Apply the ANN outputs to the nonlinear system equation \( H(\theta) \) (equation (4)).

**Step 6**: Calculate the total error \( E = H_d(\theta) - H(\theta) \), and \( E^2 = (H_d(\theta) - H(\theta))^T(H_d(\theta) - H(\theta)) \).

**Step 7**: Back propagate this error on the network using gradient descent algorithm

\[
V_{\text{new}} = V_{\text{old}} - \eta \frac{1}{2} \frac{\partial E^2}{\partial V}
\]  

(12)
\[ V_{new}^{new} = V_{old}^{old} + \eta_v E \frac{\partial H}{\partial \theta} \frac{\partial \theta}{\partial V} \]  

(13)

with,

\[
\frac{\partial H}{\partial \theta} = -\begin{bmatrix}
\sin(\theta_1) & -\sin(\theta_2) & \cdots & (-)^{s+1} \sin(\theta_s) \\
\sin(5\theta_1) & -\sin(5\theta_2) & \cdots & (-)^{s+1} \sin(5\theta_s) \\
\vdots & \vdots & & \vdots \\
\sin(n\theta_1) & -\sin(n\theta_2) & \cdots & (-)^{s+1} \sin(n\theta_s)
\end{bmatrix}
\]

(14)

**Step 8:** Adapt the weights recursively by

\[
V_{i,j}^{new} = V_{i,j}^{old} + \eta_v \cdot \delta^i \cdot \sigma_2 (m, W_j),
\]

with

\[
\begin{cases}
\delta^0 = \sum_{k=1}^s (-1)^{i+1} \cdot E(i) \cdot n(k) \cdot \sin(n(k) \cdot \theta(i)) \\
\delta^i = \delta^0 \cdot \sigma_1 \cdot \left( \sum_{k=1}^l V_{i,k} \cdot \sigma_2 (m, W_k) \right)
\end{cases}
\]

\[
\begin{cases}
i = 1, \ldots, s \\
j = 1, \ldots, l
\end{cases}
\]

**Step 9:** Repeat steps 3 to 8 until obtaining the desired precision.

After the termination of the training phase, the obtained ANN can be used to generate the control sequence of the inverter as shown in Fig. 8.

**7. SIMULATION RESULTS**

The indirect training strategy of ANN (with \( l = 201, \ \sigma_v = 1/500, \ \eta_v = 0.2 \) and \( \Delta w = 0.005 \)) for SHE (with \( s = 5 \)) was evaluated for the range of the modulation index, with excellent results in all cases. Fig. 9 shows the obtained switching angles for various values of modulation index (\( m \in [0,1] \) with \( \Delta m = 0.01 \)) without BPA (Fig. 8).

It is clear that the 5\textsuperscript{th}, 7\textsuperscript{th}, 11\textsuperscript{th} and 13\textsuperscript{th} harmonics are strongly suppressed and their magnitudes are negligible relatively to the fundamental component (Fig.
10-11). The higher harmonics are also low which contributes to a high quality of the output voltage.

![Figure 9: Switching angles after training phase.](image)

![Figure 10: Fundamental load voltage \( h_1 \) versus modulation index \( m \) in a two-level three phase inverter with the proposed modulation scheme.](image)

Fig. 10 represents the relationship between the amplitude of the fundamental load voltage \( h_1 \) and the modulation index, which must be linear for a good modulation method. It can be observed that the proposed method, after training phase, has a good relationship between \( h_1 \) and \( m \). Another important aspect, to be considered in the evaluation of this modulation method, is the total harmonic distortion (\( THD \)) of the load voltage (Fig. 12).
8. CONCLUSION

In this paper, we proposed the use of the ANN to solve the selective harmonics elimination problem in PWM inverters. This technique allows successful voltage control of the fundamental as well as suppression of a selective set of harmonics. Some problems occurring at lower modulation index values can be eliminated. Among the main advantages of the proposed method is that it requires neither high computing power nor specialized ANN hardware. The main drawback of this technique lies in the training phase, since; this phase is quite complex and time consuming. Fortunately, the training is executed off-
line. After training phase, the connection weights can be stored on a memory for further use.

In the indirect supervised scheme, the ANN is trained without using the desired switching angles what makes it possible to solve the problems of the traditional methods. By adding in series the harmonic elimination equations and using the fact that the desired output of these equations are nulls. Only the first are corresponding to the fundamental is equal to the modulation index $m$. The given simulation results proving the feasibility of the proposed technique.
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